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6. Regression setup
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1. Motivation and Aims

Which parameters of input-output make interpreter struggle
the most? Explore performance in interpreting, focusing on:
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» cross-lingual modelling: input-output unity is key for an
adequate estimate of cognitive load,

» MST approach: limited-resource-based component is 7. SVR Results
particularly relevant for S| studies approach Pearson MAE R? support
2. Research question deen *corpus._src-tet 0.32+£.07 1.29+.14 0.01+.05 1384
= Do IT indices from a cross-lingual model approximate ende B 0.38x.07 1.34=+.15 0.05+.06 1788
cognitive load (vs monolingual and corpus-based approaches)? deen . 0.071.051.34x.16 -0.06.03 1354
- P ende SP—8Pt2SICt8t ) 15y 081404 14-0.07£.04 1788

. Measures of cognitive load in S| and predictors n 17 AL

— - T d deen Srp_mt 0.144.05 1.33+£.17 -0.0/4+.04 1384
get text ( ) production time per source wor ende 0.144+-.006 1.424+-.14 -0.0/=.04 1/88

> word translation entropy and TT corpus suprisal [1, 2]

*On the top 5 features (out of 22); all feature perform insignificantly better

® Number of filled pauses

> delivery rate, lexical density, numbers, MWE, clauses [3] 8. Notable Insights

©® Length of filled and silent pauses MT likes literality (expected) MT < GPT2 surprisal

o £N (counter-intuitive)

literal mediated English mediated German
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> SL problem triggers: (non-)cognates by frequency [4]
© Types of interpreting (SI, Cl)
> mean dependency distance (MDD) [5]

4. Methodology

MT surprisal
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Compare the association trends/strength (r, MAE) and R
explanatory power (R?) of various features with cognitive load. 9. Key Findings
{ I'T indices} The explored properties of input-output are weakly correlated
» monoling. GPT2 surprisal (for source and target), with the cognitive load indexed as frequency of distluencies.
» MarianMT cross-lingual surprisal, ® Corpus-based complexity features approximate cognitive load
> cross-lingual surprisal 4 various definitions of memory better than IT features.

® Source text features (esp. mdd, mhd) are more associated
Corpus-based predictors from source and target ‘ with cognitive load than target text features.

» subordinate clauses,

> lexical density, © Cross-lingual approach is the same/better than monolingual.
> hierarchical distance,

» frequency of numbers, ® Document level results are better than at segment level.

b f > frequency of unique PROPN,

requency of MWE, | "
» MDD > branching factor, 10. WIP: Memory definitions
| > tree depth,

>

TTR Context size [7] ¥ Optimised resource [8]

Calculate word-level surprisal (and || use attention weights to structure

Cogpnitive load 1 respective memory) for every N: “lossy memory":

retain N context words that are

» word length,

the difficulty that is posed by a task, measured as N of annotated Mem = | » most important (highlights),

disfluencies (midword breaks, filled pauses, stutters, truncations). =It(1 =221t (2—3H3/t(3—4), > most recent (recency),

“and finally, / hum / I'm [1#] am] seeking to / euh take out / the s/ [s:] the ad/ dition | where N=4 J|| ®» most important weighted by
[24#£addition] of split and hm separate [s:eperate] v/ ow/ votes |v:otes] [3#] / to [to:] the N = [0:4] words in ear-voice span distance to node (highlights+)
procedure that will permit / the President to refer euh / back to a [a:] euh / committee,

/[ ar/f/f/ ]/ f/ f/ report / which has attracted m/ ow/ m/ more [4#] than euh f/ fifty
| [f:ifty] [2#] / substantive a/ a/ a/ am/ m/ mendments [6#amendments]. | 11. Acknowledgments & References
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